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Drug development is expensive, prone to high failure rate in commercialization.

Incentives tend to focus on profitable diseases, which penalizes rare / tropical

neglected disease research. [1]

Drug repurposing screens documented

molecules in a systematic way to uncover

new therapeutic ("positive") drug-disease

associations
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I. Standardized, reproducible datasets and pipelines to evaluate drug repurposing models

Fig. 1. t-SNE plots of TRANSCRIPT (left) and PREDICT. 

II. Guidelines: Q1. Which metric? Q2. Which dataset? Q3. How to measure the generalization error?

III. Benchmark results: approximation and generalization errors

Discussion

Dataset Data type #drug #drug 

features

#disease #disease 

features

#positive 

(negative)

TRANSCRIPT Gene 

expression

204 12,096 116 12,096 401

(11)

PREDICT Chemical, 

Transcript.,

...

1,351 6,265 1,066 2,914 5,624

(152)
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Yet • there is a large imbalance of outcomes between

known drug-disease associations

• there is implicit information to exploit

Collaborative filtering (CF) filters for patterns in

associations by implementing collaboration across

entities (ex. drugs, diseases)

Returns a matrix Â of drug-disease pairs

positive

negative

[2]

[3]

Two Python packages to enable benchmarking [4]

• stanscofi automates data processing, model training and evaluation

• benchscofi implements ~20 state-of-the-art CF algorithms

Benchmark on 6 datasets and 11 algorithms

• Datasets 1 synthetic (S), 2 text-mining (T), 4 biological data-based (B)

• Algorithms 5 matrix factorization (M), 3 neural networks (N), 3 graph-based (G)

Fig. 2. Pipeline for 

fixed dataset, data 

splitting, algorithm, 

validation metric, 

iterated 100 times.

Fig. 4. Correlation plot on metrics

NS AUC [5] / disease d

∝ Σ(m,d)>0 Σ(m',d)<0 𝟙(Â[m,d] ≥ Â[m',d])

Median on Top-3 

algs, 100 iterations

µ

Synthetic  (S) 1.00

Gottlieb   (B) 0.87

LRSSL  (B) 0.87

Cdataset     (T) 0.86

Fdataset     (T) 0.83

PREDICT  (B) 0.78

TRANSCRIPT (B) 0.70

Fig. 5. Weakly correlated training / validation 

sets from the dendrogram computed on drugs

increasing validation metric

3 × #it.

• is there a clear winner?

BNNR [7] is almost in all Top-3

future papers should try to beat it!

• is a type of method: (M), (G) or

(N) consistently better?

Algorithms (types) among Top-3:

ALS-WR (M)     LogisticMF (M)

BNNR (G)     MBiRW (G)

DRRS (M)     NIMCGCN (N)

HAN  (N)

for each dataset, test H0 : µalg w/ feat. = µalg w/o feat

with a Kruskal-Wallis H-test, α=1%, Nfeat=600, Nw/o=500

Yes for all datasets but the synthetic one (which makes sense).

for each dataset, test

H0 : µ(M). = µ(G) = µ(N)

Kruskal-Wallis H-test, α=1% 

N(M)=500, N(G)=300, N(N)=300

graph-based (G) are better!
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